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ABSTRACT

Today, businesses use Automatic Speech Recognition (ASR) technology more frequently to increase efficiency and productivity while performing many business functions. Due to the increased prevalence of online meetings in remote working and learning environments after the COVID-19 pandemic, speech recognition systems have seen more frequent utilization, exhibiting the significance of these systems. While English, Spanish or French languages have a lot of labeled data, there is very little labeled data for the Turkish language. This directly affects the accuracy of the ASR system negatively. Therefore, this study utilizes unlabeled audio data by learning general data representations with self-supervised learning end-to-end modeling. This study employed a transformer-based machine learning model with improved performance through transfer learning to convert speech recordings to text. The model adopted within the scope of the study is the Wav2Vec 2.0 architecture, which masks the audio inputs and solves the related task. The XLSR-Wav2Vec 2.0 model was pre-trained on speech data in 53 languages and fine-tuned with the Mozilla Common Voice Turkish data set. According to the empirical results obtained within the scope of the study, a 0.23 word error rate was reached in the test set of the same data set.
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1. INTRODUCTION

Speech is the most basic and efficient form of communication between people (Malik, Malik, Mehmood, & Makhdoom, 2021; Padmanabhan & Johnson Premkumar, 2015). However, today's world is developing from an environment where people only communicate with each other to one where they can communicate with sensors and machines. Therefore, in today's world, especially with the development of artificial intelligence in every field, the need for Automatic Speech Recognition (ASR), which aims to provide human-machine or machine-human interaction, has both increased and developed rapidly in parallel with these developments. Yu & Deng, 2016). Although ASR has been a very interesting area for researchers for a long time, it has become much more suitable for use today, although it does not provide effective results compared to many other input tools (keyboard, mouse, touch screen, etc.) (Yu & Deng, 2016). Seen as a science fiction scenario in the past (Ghai & Singh, 2012), ASRs that can only respond to fluent natural language but still have technological barriers to user satisfaction, as pointed out in 2007 by Benzeghiba et al. (2007) and even by Cutajar, Gatt, Grech, Casha, & Micaleff (2013) in 2013, are now a reality. In support of this situation, Malik et al. (2021) today described ASRs as the basic communication tools between humans and machines. Recently, the performance of ASR technologies has almost reached that of human transcribers (Amodei et al., 2016; Chiu et al., 2018; Xiong et al., 2017). Despite these developments, ASR is a multidisciplinary field of study, which requires knowledge from disciplines such as linguistics, computer science, signal processing, acoustics, communication theory, statistics, physiology, and psychology (Levis & Suvorov, 2012).

ASR is the process of turning speech into text after the machine recognizes and understands the speech signal, and includes extraction and determination of acoustic features, and acoustic and language models (Shi, 2021). ASR is a critical research area and has a wide range of applications, such as phone applications (Kurian & Balakrishnan, 2009; Tran, Truong, Le, Huh, & Huh, 2023), toys, games, language translations, educational applications such as language learning (Dai & Wu, 2023; Levis & Suvorov, 2012), air control, security and home automation (Cutajar et al., 2013; Annam, Neelima, Parasa & Chinamuttevi, 2023), customer service (Zekveld, Kramer, Kessens, Vlaming, & Houtgast, 2009; Pragati, Kolli, Jain, Sunethra & Nagarathna, 2023), business management (Danis & Karat, 1995; Xie, 2023), evidence gathering (Negrão & Domingues, 2021; Vásquez-Correa & Álvarez Muniaín, 2023), healthcare and virtual assistants (Akhilesh, Brinda, Keerthana, Gupta, & Vekkot, 2022).

Parallel to the development of traditional ASR methods, the applications of these ASRs have also become critical for organizational development. Therefore, end-to-end models (E2E) have started to be developed, and more innovative methods have begun to be developed in this area (Yu & Deng, 2016). Although E2E modeling based on machine learning requires large amounts of labelled data (Jain et al., 2023; Yi, Wang, Cheng, Zhou, & Xu, 2021), it does not need complex modeling processes or a manually designed dictionary by humans (Yi, Wang, Cheng, Zhou, & Xu, 2020). Although machine learning based E2E learning offers significant advantages, it faces problems when it is used for ASR purposes, especially in languages with few resources, due to the need for a high number of labeled training sets. Therefore, for machine learning based E2E learning, it is necessary to pre-train the model in a partially supervised or self-supervised learning (SSL) way (Inaguma, Cho, Baskar, Kawahara, & Watanabe, 2019; Schneider, Baevski, Collobert, & Auli, 2019; Yi et al., 2020). In today's modern approaches to ASR, self-supervised learning is a learning method that does not require human annotated data. It is sometimes considered a form of unsupervised learning. In self-supervised learning, some supervised learning tasks are automatically created from unlabeled data. It aims to recover hidden or missing parts or features of input data given an invisible part of the same input. To solve such tasks, the machine is forced to learn strong representations that convey the meaning or structure of the data. These learned representations are expected to be useful in a variety of downstream tasks, usually after fine-tuning with a few tags.

The majority of the research on the Turkish language has adopted classical methods. However, considering the significant success of the Wav2Vec2 architecture in other languages and the lack of any studies for Turkish with the Wav2Vec2 architecture, the potential benefits of analyzing the study results have constituted the study's point of origin. In this study, we developed a transformer-based Turkish speech-to-text conversion model utilizing an XLSR-Wav2Vec2 model (Cross-Lingual Representation Learning for Speech Recognition) pre-trained with speech data from 53 languages and fine-tuned with data from the Mozilla Common Voice Turkish data set with transfer learning. This study has demonstrated the applicability of self-supervised pre-training techniques to acoustic data and open-source E2E ASR systems developed with the Wav2Vec 2.0 (Baevski, Zhou, Mohamed, & Auli, 2020) architecture by using a large corpus for multiple languages or a single language, and language-specific models were constructed through fine-tuning on the target language. We conducted a performance analysis for the model developed, identified its limitations, and discussed potential areas of usage.

In the following parts of this study, the current literature on ASR is given in Chapter 2, the details of the data set and
model used in the study are provided in Chapter 3, the findings are presented in Chapter 4, and the discussion is in the last chapter.

2. LITERATURE REVIEW

Since deep learning techniques, which are frequently used for ASR today, are very data-dependent (Malik et al., 2021), the studies carried out within the scope of the literature are both very diverse and can reveal quite different results. In the literature, the amount of ASR research on the Turkish language is limited. Koruyan (2015) proposed a method for automatic caption generation with Google’s Web Speech-to-Text API for live online broadcasts, discussing the effects of the speaker’s distance to the microphone, ambient noise, and rapid or continuous speech on the model’s performance. Yakar (2016) trained speech recognition models for Turkish using a Hidden Markov Model and analyzed their performance. When analyzed with the word error rate (WER), which is used to evaluate the performance of speech recognition systems, the model achieved a success rate of 17.4% with a limited test data set. In addition, to enhance the model’s performance, they combined the phonemes predicted by the model and adopted a post-processing algorithm for Turkish word searches. Oyucu, Polat, & Sever (2020) employed the difference in Hirsch histograms to detect noise in speech, designating a threshold value and using sample frequencies to identify noise and silence. After the removal of noise and silence from the data set, the Kaldi library coded in C++ (Povey et al., 2011) was used to develop a speech recognition system. The speech recognition model trained with this approach had a 7.41% higher WER than the model trained without any pre-processing. In more recent studies, Oyucu & Polat (2023) suggested a Language Model (LM) optimization method for the Turkish language with limited resources. As a result of the findings they obtained, lower WER values were obtained in the ASRs applied with the proposed optimized LMs, and the performance of the ASR was improved. Mussakhojayeva, Dauiletbek, Yeshpanov, & Varol (2023), in contrast, developed a multilingual ASR by considering ten languages, not only Turkish but also Azerbaijani, Bashkir, Chuvash, Kazakh, Kyrgyz, Sahaca, Tatar, Uyghur and Uzbek. Tombaçoğlu & Erdem (2020) developed a Turkish ASR system based on the Deep Belief Network (DBN). As a result of the empirical findings, they found that the DBN-based ASR system outperformed the traditional Gaussian Mixture Method-based Hidden Markov Model. In addition, they supported the study findings that the DBN-based ASR showed superior results when compared to the existing studies in the literature.

Baeveski et al. (2020) demonstrated how effective Wav2Vec 2.0 can be compared to other current approaches in speech recognition with a limited amount of labeled data. Schneider et al. (2019) had success with Wav2Vec with a WER of 2.43%, while Baeveski et al. (2020) uses 100 times less labeled data with Wav2Vec 2.0, outperforming Wav2Vec 2 in a subset of 100 hours. Liu, Yang, Chi, Hsu, & Lee (2020) presented a new speech representation learning approach in which bidirectional transformer encoders are pre-trained on a large amount of unlabeled speech. Chi et al. (2021) proposed Audio ALBERT, a lightweight version of the self-supervised learning speech representation model. Yi et al. (2020) focused on pre-trained Wav2Vec 2 implementation using English speaking for the low-resource ASR task in many languages. According to the empirical findings of the study, a relative improvement of more than 20% was achieved in all six languages compared to previous studies. Pham, Waibel, & Niehues (2022) achieved a 44% improvement over fully supervised learning using Wav2Vec 2 and alternative models on Cook Islands Maori, an indigenous language spoken by only about 22,000 people in the South Pacific. Their results show that Wav2Vec 2 can yield promising results even for extremely low-resource languages such as Cook Islands Maori. Showrav (2022) demonstrated the success of automatic speech recognition with Wav2Vec 2 for the Bengali language, similar to the results of Coto-Solano et al. (2022). Shahgir, Sayeed, & Zaman (2022) achieved better performance with Wav2Vec 2 than Showrav (2022) for the Bengali language. Aghilesh et al. (2022) produced a simple and computationally cheaper ASR with Wav2Vec 2 for the Tamil language. Olev & Alumae (2022) achieved a 6.9% WER for Estonian with an E2E Wav2Vec 2 model. Jain et al. (2023), furthermore, obtained successful results by using Wav2Vec 2 in children’s speech recognition task, which is more difficult than adults. Wills, Bai, Tejedor-Garcia, Cucchiari, & Strik (2023) went a step further and used the Wav2Vec 2 model for a speech recognition task for non-native Dutch children. Although they found that alternative approaches produced better results, they showed that Wav2Vec 2 can also be successful in Dutch non-native language children’s speech. Hu et al. (2023) used adapted Wav2Vec 2 in the task of automatic recognition of elder speech. In addition to these studies, Vaessen & Van Leeuwen’s (2022) empirical findings supported that Wav2Vec 2 showed successful results in the speaker recognition task besides the speech recognition task. In addition, the study findings revealed that pre-trained weights used to fine-tune the speech recognition task are also useful for fine-tuning speaker recognition.

As a result of the successful results of many studies, Wav2Vec 2.0 has become one of the most preferred neural-based models for ASR today (Vásquez-Correa et al., 2023). Therefore, in this study, a transformer-based ASR is designed using a fine-tuned XLSR-Wav2Vec2 model with data from the Mozilla Common Voice Turkish dataset.
3. MATERIALS AND METHOD

3.1. Data

The study adopted Mozilla Common Voice as the data set. The Common Voice data set is a multilingual transcribed speech collection for speech technology research and development. Common Voice is designed for ASR algorithm development but can also be utilized in other areas, such as language recognition. The Common Voice project employed crowdsourcing for both data collection and data validation, where voluntary users read out and recorded specific texts. The study adopted version 6.1, which contained 76 languages and was later expanded to encompass 85 languages by November 2021. So far, more than 80,000 volunteers have participated in the development of this data set, producing 13,905 and 11,192 hours of recorded and validated data, respectively. The Turkish language set comprises 44 hours of recorded and 39 hours of validated data. It offers one of the most voice-text matches among open-source databases in the field of speech recognition with respect to the number of both hours and languages. Table 1 shows the features of the data set compiled over time. There is a concentration of the voices of male volunteers and people aged 19-39, which creates a bias where the data set could attain the highest possible accuracy with male voices in this age range. However, the study employed the Common Voice data set as it is the most useful data set due to ease of access, being open-source and the high number of hours.

<table>
<thead>
<tr>
<th>Date</th>
<th>Records</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Validated Hours</td>
<td>Total Hours</td>
</tr>
<tr>
<td>21.07.21</td>
<td>30</td>
<td>37</td>
</tr>
<tr>
<td>Age Range</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-29</td>
<td>19-29</td>
<td>17%</td>
</tr>
<tr>
<td>30-39</td>
<td>30-39</td>
<td>4%</td>
</tr>
<tr>
<td>40-49</td>
<td>40-49</td>
<td>2%</td>
</tr>
<tr>
<td>50-59</td>
<td>50-59</td>
<td>4%</td>
</tr>
<tr>
<td>60-69</td>
<td>60-69</td>
<td>1%</td>
</tr>
<tr>
<td>Greater than 70</td>
<td>47%</td>
<td>2%</td>
</tr>
</tbody>
</table>

The Common Voice project was launched in July 2017 with a focus on the English language, and then in June 2018, it was made available for other languages as well. Common Voice, by its nature, has a sustainable data collection pipeline and the collected data is checked by cross-validation. This control system is performed simply by voting whether the text read by one user has been read correctly by other users. Up to three participants listen to each audio clip. Text readings with at least 2 more than the number of correct votes are archived as unverified data, while other data are archived as verified data. Validated training, validation and testing data sets for each language are obtained using at least 2 positive validation voted data. While creating these data sets, repetitive texts are also removed from these data sets, preventing multiplexing.

3.2. Method

Wav2Vec, which is widely used in E2E ASR models, consists of multiple convolution and attention layers (Baevski, Schneider, & Auli, 2019). Convolution layers take the speech input to the algorithm as a sample and produce more compressed hidden representations, and the attention layers allow a more tailored analysis of the input. Strong context dependency modeling capabilities enable the model to make accurate choices during comparative training via inputs. The Wav2Vec2 training procedure consists of two stages: Initially, the model learns the acoustic representations during self-supervised pre-training by using a significant amount of unlabeled speech data. In the second stage, in supervised fine-tuning, the model is trained on labeled speech data to accurately predict sequences of raw audio graphs or characters.

The Wav2Vec2 model structure is presented in Figure 1. Raw speech waveform $x_i \in X$ is normalized to mean and unit variance, transferred to a feature encoder $f: X \rightarrow Z$ and converted into hidden representations $z_i \in Z$. The feature encoders in Wav2Vec2 follow the original Wav2Vec and VQ-Wav2Vec design, however, the activation functions are substituted (Hendrycks & Gimpel, 2016).

The Wav2Vec2 network is transformer-based. In other words, it follows the BERT architecture, except for the changes in positional encoding. Hereby, fixed positional embeddings are replaced with relative positional embeddings to learn relative positional information. To that end, a convolution layer is added to the transformer network, similar to Mohamed, Okhonko, & Zettlemoyer (2019). There are two model configurations with different context network setups: Base and large-base models consist of 12 transformer blocks and have 768 hidden sizes and 8 attention heads, while, in large models, hidden sizes increased to 1,024, with 16 attention heads.

![Table 1. Mozilla Common Voice corpus Turkish data set features (Özden, 2021)]
The second training stage for Wav2Vec2, fine-tuning for downstream tasks (ASR), begins with the random initiation of a classifier or the projection of a linear layer to C classes on the transformer network. The classes represent the vocabulary comprising characters and a word limit variable. The classifier is trained on labeled speech data and is optimized with a standard Connectionist Temporal Classification (CTC) loss (Graves, Fernández, Gomez, & Schmidhuber, 2006). Particularly, encoder weights are frozen during fine-tuning and therefore not updated. In addition, the quantification module is deactivated.

The flow chart in Figure 2 above summarizes the systematic process carried out in the development of the Turkish-specific Automatic Speech Recognition (ASR) system developed in this study. Commencing with a thorough review of extant ASR models in the literature, the research methodically progresses to assess the performance of these models with labeled Turkish data. Central to this endeavor is the employment and fine-tuning of the XLSR-Wav2Vec2 model, which has been pre-trained in multiple languages, including Turkish. This step is pivotal in refining the model’s efficacy, as evidenced by the significant reduction in the Word Error Rate (WER) from 0.97 to 0.23. The culmination of this process is an enhanced ASR system, demonstrably more adept at Turkish language recognition, thereby marking a significant advancement in the field of speech recognition technology.

### 3.3. Word Error Rate

WER is a common measure of the performance of a speech recognition or machine translation system (Klakow & Peters, 2002). WER is a metric used to compute the difference between word-level predicted output and the current output. It can be computed as:

\[
WER = (S + D + I) / N,
\]
where S is the number of substitutions, D is the number of deletions, I is the number of insertions, and N is the number of measured words.

4. FINDINGS

ASR models convert speech to text; this means that a feature extractor that processes the speech signal into the model’s input format, a feature vector, and a specifier that converts the model’s output format to text is needed. For this purpose, a token module called Wav2Vec2 CTC Tokenizer was used to split the data into tokens for the Wav2Vec2 model, and a feature extractor called Wav2Vec2 Feature Extractor was used for feature extraction. The Mozilla Common Voice dataset does not only contain speech data and text equivalents. Other than these two features, all fields (e.g., accent, age, client ID, gender, etc.) were removed from the data set within the scope of this study. Afterwards, the characters of the text data in the data set were determined and arranged. In its final form, our dictionary has 40 unique characters. Then, lowercase conversions were made for all text data. The sampling rate needs to be adjusted so that speech signals can be handled by computers. It is pre-trained on the audio data of the XLSR-Wav2Vec2. Since most of these datasets are sampled at 16 kHz, Common Voice sampled at 48 kHz should be downgraded to 16 kHz for training. Therefore, our fine-tuning data was reduced to 16 kHz. Finally, “Wav2Vec2Processor” is used to process the data in the format expected by “Wav2Vec2ForCTC” for training. For this, the “map” function was used. First, by simply calling "batch['audio']", the audio data is loaded and resampled, secondly, “input_values” values are extracted from the loaded audio file. This only includes normalization, but for other speech models such as Log-Mel filters, this step may correspond to subtraction.

Python programming language was preferred for the entirety of the application, and programming was conducted in Google Colaboratory (Colab). A Google Colab notebook explaining every programming stage in detail that was kept for experimental reproducibility has been provided as an appendix to this manuscript. In contrast to most Natural Language Processing (NLP) models, XLSR-Wav2Vec2 is an open-source, multilingual speech-to-text model with a much larger input length than output length. For instance, the output length of a sample with an input length of 50,000 is no more than 100. Due to the large input size, dynamic padding of training groups was preferred to improve model efficiency, which involves padding all the training samples only with the longest sample. Therefore, fine-tuning XLSR-Wav2Vec2 requires a special padding data collator.

Initially, a data collator must be defined. Contrary to common data collators, this data collator should handle “input_values” and “labels” differently. Subsequently, the XLSR-Wav2Vec2 checkpoint is loaded, and all training parameters are defined. Here, “group_by_length” promotes training efficiency via grouping training samples of similar input length as one batch, which can significantly expedite training by vigorously decreasing the total number of useless padding tokens passing through the model. “learning_rate” and “weight_decay” are heuristically set up until fine-tuning stabilizes. These parameters can be adopted in the present study as they are mostly dependent on the Common Voice data set. The parameters used for training this model are presented in Table 2.

Table 2. Model training hyperparameters

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Selected Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>learning_rate</td>
<td>0.0005</td>
</tr>
<tr>
<td>train_batch_size</td>
<td>2</td>
</tr>
<tr>
<td>eval_batch_size</td>
<td>8</td>
</tr>
<tr>
<td>seed</td>
<td>42</td>
</tr>
<tr>
<td>distributed_type</td>
<td>multi-GPU</td>
</tr>
<tr>
<td>num_devices</td>
<td>8</td>
</tr>
<tr>
<td>total_train_batch_size</td>
<td>32</td>
</tr>
<tr>
<td>total_eval_batch_size</td>
<td>16</td>
</tr>
<tr>
<td>optimizer</td>
<td>Adam with betas = (0.9,0.999)</td>
</tr>
<tr>
<td>epsilon</td>
<td>1e-08</td>
</tr>
<tr>
<td>lr_scheduler_type</td>
<td>linear lr</td>
</tr>
<tr>
<td>scheduler_warmup_steps</td>
<td>500</td>
</tr>
<tr>
<td>num_epochs</td>
<td>30.0</td>
</tr>
<tr>
<td>mixed_precision_training</td>
<td>Native AMP</td>
</tr>
</tbody>
</table>
Table 3 shows the performance scores and overall performance charts of the model after training for 30 iterations. The trained model was shared by the authors as “wav2vec-tr-lite-AG” on the website huggingface.co, where the performance of the model can be tested through a web interface if desired. The model’s WER was computed as 0.23 with the test data set. Individual inquiries yielded results that correlated with these rates. However, as discussed in the Data section of the manuscript, the speech recordings used in model training mainly comprised the voices of male volunteers and people aged 19-39, which might cause the model to produce the result given above in a limited framework.

Table 3. Model performance scores

<table>
<thead>
<tr>
<th>Training Loss</th>
<th>Iterations</th>
<th>Steps</th>
<th>Validation Loss</th>
<th>Word Error Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.439</td>
<td>3.70</td>
<td>400</td>
<td>1.366</td>
<td>0.970</td>
</tr>
<tr>
<td>0.377</td>
<td>7.40</td>
<td>800</td>
<td>0.492</td>
<td>0.537</td>
</tr>
<tr>
<td>0.230</td>
<td>11.11</td>
<td>1200</td>
<td>0.393</td>
<td>0.413</td>
</tr>
<tr>
<td>0.112</td>
<td>14.81</td>
<td>1600</td>
<td>0.327</td>
<td>0.291</td>
</tr>
<tr>
<td>0.147</td>
<td>18.51</td>
<td>2000</td>
<td>0.310</td>
<td>0.267</td>
</tr>
<tr>
<td>0.101</td>
<td>22.22</td>
<td>2400</td>
<td>0.259</td>
<td>0.232</td>
</tr>
<tr>
<td>0.070</td>
<td>25.92</td>
<td>2800</td>
<td>0.287</td>
<td>0.234</td>
</tr>
<tr>
<td>0.054</td>
<td>29.63</td>
<td>3200</td>
<td>0.270</td>
<td>0.231</td>
</tr>
</tbody>
</table>

Table 4 presents sample results of the ASR application developed for the Turkish language within the scope of this study. As can be seen, the audio inputs given as input to the application and the text outputs obtained are exemplified. The examples presented here are randomly selected for testing data. The results obtained appear to be quite successful. In addition, the word errors that occur are generally caused by word suffixes, as seen in Table 4.

Table 4. Model sample results of the ASR application developed for the Turkish language

<table>
<thead>
<tr>
<th>Input (Turkish and English Translation)</th>
<th>Model Transcription</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bugün hava nasıl? (How is the weather today?)</td>
<td>Bugün hava nasıl?</td>
</tr>
<tr>
<td>Akşam yemeği için ne düşünüyorsun? (What are you thinking of making for dinner?)</td>
<td>Akşam yemeği için ne düşünüyorsun?</td>
</tr>
<tr>
<td>Bu kitabı okudun mu? (Have you read this book?)</td>
<td>Bu kitabı okudun mu?</td>
</tr>
<tr>
<td>En yakın hastane nerede? (Where is the nearest hospital?)</td>
<td>En yakın hastane nerede?</td>
</tr>
<tr>
<td>Çay mı kahve mi tercih edersin? (Do you prefer tea or coffee?)</td>
<td>Çay mı kahve mi tercih edersin?</td>
</tr>
<tr>
<td>Pazar günü buluşalım mı? (Shall we meet on Sunday?)</td>
<td>Pazar günü buluşalım mı?</td>
</tr>
<tr>
<td>Telefonum nerede acaba? (I wonder where my phone is?)</td>
<td>Telefonum nereye acaba?</td>
</tr>
</tbody>
</table>

Table 4 shows how well our ASR system can transcribe Turkish sentences that people might use in everyday life. These sentences are a bit longer to show the system’s ability to handle more than just short phrases. The overall Word Error Rate (WER) of about 0.23 means that most of the time, the system gets the words right, but there are still some small mistakes. For example, it might miss a letter in a word or slightly change a word. These small errors show where we can still make the system better. Even with these mistakes, the table shows that our system does a good job of understanding and writing down Turkish sentences, which is a big step forward for this kind of technology. In addition, all source codes and applications regarding the developed model architecture and the results obtained are presented in the appendix in order to serve to vividly demonstrate the capabilities of the model.

5. DISCUSSION AND CONCLUSION

In the study, an ASR system for Turkish based on a small data set was developed, with Self-Supervised Learning as the primary instrument. Firstly, similar ASR models in the literature were reviewed, the performance of these pre-trained models on labeled Turkish data was examined, and our research was conducted to improve upon the previous results. Considering that ASR systems play an important role in the development of organizations, this study provides a resource for the Turkish language for this need. Especially in recent years, the increase in the use of these systems and the fact that organizations can do the managed work more efficiently and quickly thanks to these systems further emphasizes this importance. In many studies, it has been shown that ASR systems increase business efficiency and speed up business processes in organizations. Researchers such as Filippidou & Moussiades (2020) and Pallett (2003)
discussed the increase in work efficiency and the acceleration of work processes with the use of ASR systems. In addition, thanks to ASR systems, organizations can also improve their customer service and customers can easily and quickly solve their problems. As Song et al. (2022) revealed in their study, customer satisfaction increases with the use of ASR systems. As a result, ASR systems play an important role in the development of organizations. Thus, work efficiency increases, and business processes accelerate. Therefore, in parallel with the increase in the use of ASR systems, this study makes significant contributions to the field of ASR for the Turkish language.

The study employed an unsupervised cross-lingual speech representation (XLSR-Wav2Vec2) pre-trained in several languages including Turkish. Subsequently, this pre-trained model was fine-tuned with transfer learning in the Turkish language. Fine-tuning in Turkish was implemented with Wav2Vec 2.0, and the initially higher WER of XLSR-Wav2Vec2 (0.97) was reduced to 0.23 after fine-tuning in the model parameters.

This study showed that Wav2Vec2 models with labeled data outperformed traditional ASR systems. Furthermore, Wav2Vec2 performs an E2E matching of a raw audio file with a sequence of graphs or words, thus eliminating the need to train separate components. However, it must be noted that these models are quite sizable and comprise approximately 317 million parameters, ruling out the possibility of real-time speech-to-text conversion, and require additional hardware, such as a GPU, to ensure an acceptable decoding speed. Therefore, we recommend future studies to adopt larger data sets for the model, reduce the model size or the number of model parameters, or compress Wav2Vec2 models to decrease model training time.
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