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Abstract
The Weibull distribution gives a flexible measurement that details the probability distribution associated with the lifetime characteristics of a particular part or service component. It is commonly used to assess product reliability, analyze life data, and model failure times. It is a versatile distribution that can take on the characteristics of other types of distributions, based on the value of the shape parameter. Weibull-Pareto distribution has been introduced as a new type of application of the Weibull distribution. In this article, point and interval estimations for Weibull-Pareto distribution with censored and uncensored data are investigated. With real-time data applications, it is shown that Weibull-Pareto results are better against Exponential, Gamma, and Weibull distributions’ results.
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Introduction

The Weibull distribution is a continuous probability distribution named after Swedish mathematician Waloddi Weibull. He originally proposed the distribution as a model for material breaking strength but recognized the potential of the distribution in his work (Weibull, 1951). It is a well-known distribution due to its wide use to model various types of data. With many applications of the Weibull distribution, the distribution has been widely used in survival reliability analyses and model failure times. It is a versatile distribution that can take on the characteristics of other types of distributions, based on the value of the shape parameter, $\beta$. In recent years, many researchers developed many generalizations of the Weibull distribution. These generalizations include the generalized Weibull distribution by Mudholkar and Kollia (1994), the exponentiated-Weibull distribution by Mudholkar et al. (1995), Inverse Weibull distribution by Akgul et al. (2016), Modified Weibull distribution by He et al. (2016), and the beta-Weibull distribution by Famoye et al. (2005), and so on.

In this article, point and confidence interval estimates of Weibull-Pareto distribution with censored and uncensored data structures are studied. Alzaatreh et al. (2013a, 2013b) studies can be considered pioneering studies in this regard. Nasiru and Luguterah (2015) also investigated this distribution as well. The probability density function (pdf) of Weibull-Pareto Distribution (WPD) can be given in Eq.1:

$$f(t) = \begin{cases} \frac{\alpha \lambda}{t} \left[ \lambda \log \left( \frac{t}{\theta} \right) \right]^{\alpha-1} \exp \left\{ - \left[ \lambda \log \left( \frac{t}{\theta} \right) \right]^\alpha \right\}; & t \geq \theta > 0; \alpha, \lambda > 0 \\ 0; & \text{other} \end{cases} \quad (1)$$

Cumulative distribution function $[F(t)]$, Survival Function $[S(t)]$, and Hazard Function $[h(t)]$ of Weibull-Pareto distribution can be given as in Eq.2, 3, and 4, respectively.

$$F(t) = 1 - \exp \left\{ - \left[ \lambda \log \left( \frac{t}{\theta} \right) \right]^\alpha \right\} \quad (2)$$

$$S(t) = \exp \left\{ - \left[ \lambda \log \left( \frac{t}{\theta} \right) \right]^\alpha \right\} \quad (3)$$

$$h(t) = \frac{f(t)}{S(t)} = \frac{\alpha \lambda}{t} \left[ \lambda \log \left( \frac{t}{\theta} \right) \right]^{\alpha-1} \quad (4)$$

The definition ranges in the formulas are; $\lambda, \theta, \alpha > 0$ and $t > \theta$.

Statistical Methodology

In this section, it is given point and interval estimation of censored and uncensored cases for Weibull-Pareto distribution.
Point Estimation for Uncensored Cases

To find the estimators of the parameters, an alternative maximum likelihood method (AMLE) was used. First, for \( \theta \) the estimator \( \hat{\theta} = \min\{t_1, t_2, ..., t_n\} = t_{(1)} \) with AMLE is defined. Thus, the number of parameters to be estimated becomes 2: parameters of \( \alpha \) and \( \beta \). When \( \hat{\theta} = t_{(1)} \) the log-likelihood function \( Llik \) can be written as in Eq. 5 which is taken from independent and random sample \( n \) units.

\[
Llik = (n-r) \log \alpha + (n-r) \alpha \log \lambda - \sum_{t_i \neq t_{(1)}} \log(t_i) + \\
(\alpha - 1) \sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right) - \lambda^\alpha \sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right)^\alpha ; \lambda, \theta, \alpha > 0, t > \theta
\]

Here \( r \) represents the frequency of the smallest observation value. Thus, with the AMLE method, the estimators of the parameters \( \alpha \) and \( \lambda \) can be given as follows:

\[
\frac{\partial Llik}{\partial \alpha} \bigg|_{\alpha = \hat{\alpha}} = 0 \Rightarrow \\
\frac{\partial Llik}{\partial \alpha} \bigg|_{\alpha = \hat{\alpha}} = \frac{(n-r)}{\hat{\alpha}} + \sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right) - \left( n-r \right) \sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right) \log \left( \frac{t_i}{t_{(1)}} \right) \log \left( \frac{t_i}{t_{(1)}} \right) = 0
\]

or

\[
\hat{\alpha} : \frac{\sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right) \log \left( \frac{t_i}{t_{(1)}} \right) \log \left( \frac{t_i}{t_{(1)}} \right)}{\sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right)^\hat{\alpha}} - \frac{1}{\hat{\alpha}} = \frac{1}{(n-r)} \sum_{t_i \neq t_{(1)}} \log \left( \frac{t_i}{t_{(1)}} \right)
\]

and

\[
\frac{\partial Llik}{\partial \lambda} \bigg|_{\lambda = \hat{\lambda}} = 0 \Rightarrow \\
\frac{\partial Llik}{\partial \lambda} \bigg|_{\lambda = \hat{\lambda}} = \frac{(n-r) \hat{\alpha}}{\hat{\lambda}} - \frac{\hat{\alpha} \hat{\lambda}^\hat{\alpha}}{\hat{\lambda}} \sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right)^\hat{\alpha} = 0 \hat{\lambda} = \frac{(n-r)}{\sum_{t_i \neq t_{(1)}} \left( \frac{t_i}{t_{(1)}} \right)^\hat{\alpha}}
\]

As a result, \( \hat{\lambda} \) can be found as;
Equation (6) is calculated by the iterative process and the $\lambda$ estimate is found by Eq.7.

**Confidence Interval Estimation for Uncensored Cases**

Let us first obtain the Fisher information matrix of the log-likelihood function given by (5). For this, the second derivatives according to $\alpha$ and $\lambda$ should be taken. Thus, elements of the Fisher information matrix can be given in Eq.8:

\[
\begin{align*}
I_{\alpha\alpha} &= -\frac{\partial^2 \mathcal{L}_{\text{Lik}}}{\partial \alpha^2} = \frac{(n-r)}{\hat{\alpha}^2} + \hat{\lambda} \frac{\partial}{\partial \lambda} \frac{1}{\hat{\alpha}} 
+ 2\hat{\lambda} \log \hat{\lambda} b + \hat{\lambda} c \\
I_{\alpha\lambda} &= -\frac{\partial^2 \mathcal{L}_{\text{Lik}}}{\partial \alpha \partial \lambda} = -\frac{(n-r)}{\hat{\lambda}^2} + \hat{\alpha} \frac{\partial}{\partial \alpha} \frac{1}{\hat{\lambda}} 
+ \hat{\lambda} \frac{\partial}{\partial \lambda} \frac{1}{\hat{\alpha}} b \\
I_{\lambda\lambda} &= -\frac{\partial^2 \mathcal{L}_{\text{Lik}}}{\partial \lambda^2} = \frac{(n-r)}{\hat{\lambda}^2} + \hat{\alpha} (\hat{\alpha} - 1) a
\end{align*}
\]  

(8)

The constants $a$, $b$, and $c$ gave in Eq.8 are respectively defined as follows.

\[
\begin{align*}
a &= \sum_{t \in T_{(l)}} \left[ \log \left( \frac{t - \hat{\alpha}}{t_{(l)}} \right) \right]^{\hat{\alpha}} \\
b &= \sum_{t \in T_{(l)}} \left[ \log \left( \frac{t - \hat{\alpha}}{t_{(l)}} \right) \right]^{\hat{\alpha}} \log \left( \frac{t - \hat{\alpha}}{t_{(l)}} \right) \\
c &= \sum_{t \in T_{(l)}} \left[ \log \left( \frac{t - \hat{\alpha}}{t_{(l)}} \right) \right]^{\hat{\alpha}} \log^2 \left( \frac{t - \hat{\alpha}}{t_{(l)}} \right)
\end{align*}
\]

Thus, the observed Fisher information matrix is found as, $I(\alpha, \lambda) = \begin{bmatrix} I_{\alpha\alpha} & I_{\alpha\lambda} \\
I_{\lambda\alpha} & I_{\lambda\lambda} \end{bmatrix}$.

The inverse of this matrix is defined as the covariance matrix:

\[
\sum(\alpha, \lambda) = I^{-1}(\alpha, \lambda) = \frac{1}{I(\alpha, \lambda)} \begin{bmatrix} I_{\lambda\lambda} & -I_{\alpha\lambda} \\
-I_{\lambda\alpha} & I_{\alpha\alpha} \end{bmatrix} = \begin{bmatrix} \text{Var}(\alpha) & \text{Cov}(\alpha, \lambda) \\
\text{Cov}(\lambda, \alpha) & \text{Var}(\lambda) \end{bmatrix}
\]

So, 100(1-$\alpha$)% confidence interval estimate of parameters $\alpha$ and $\lambda$ can be given respectively as: $\hat{\alpha} \pm z_{\alpha/2} \sqrt{\text{Var}(\hat{\alpha})}$ and $\hat{\lambda} \pm z_{\alpha/2} \sqrt{\text{Var}(\hat{\lambda})}$. Finally, test statistics for the significance of $\alpha$ and $\lambda$ can be given as: $t_{(\alpha)} = \frac{\hat{\alpha}}{\sqrt{\text{Var}(\hat{\alpha})}}$ and for $\beta$ $t_{(\beta)} = \frac{\hat{\lambda}}{\sqrt{\text{Var}(\hat{\lambda})}}$. 

4
Point Estimation for Censored Cases

As for the AMLE of the parameters, the first estimator of the parameters $\theta$ is determined as $\hat{\theta} = \text{Min}\{t_1, t_2, \ldots, t_n\} = t_{(1)}$, as in the case of the uncensored case.

Thus, the number of parameters to be estimated becomes 2: parameter of $\alpha$ and $\beta$. As in the uncensored case, if we take $\hat{\theta} = t_{(1)}$, the log-likelihood function can be written as in Eq.9:

$$L\text{lik} = (d - k) \log \alpha + (d - k) \alpha \log \lambda - \sum_{t_i \neq t_{(1)}}^n \delta_i \log (t_i) +$$

$$+ (\alpha - 1) \sum_{t_i \neq t_{(1)}}^n \delta_i \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right] - \lambda^\alpha \sum_{t_i \neq t_{(1)}}^n \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right]^\alpha$$

In this equation, $k$ represents the uncensored frequency of the smallest observation value. Thus, with the AMLE method, the estimators of the parameters $\alpha$ and $\lambda$ can be given as follows:

$$\frac{\partial L\text{lik}}{\partial \alpha} \bigg|_{\alpha = \hat{\alpha}} = 0 \Rightarrow$$

$$\frac{\partial L\text{lik}}{\partial \alpha} \bigg|_{\alpha = \hat{\alpha}} = \frac{(d - k)}{\hat{\alpha}} + \sum_{t_i \neq t_{(1)}}^n \delta_i \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right] - (d - k) \sum_{t_i \neq t_{(1)}}^n \delta_i \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right]^\alpha \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right] = 0$$

or

$$\hat{\alpha} : \frac{\sum_{t_i \neq t_{(1)}}^n \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right]^\alpha \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right]}{\sum_{t_i \neq t_{(1)}}^n \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right]^\alpha} = \frac{1}{(d - k)} \sum_{t_i \neq t_{(1)}}^n \delta_i \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right]$$

and

$$\frac{\partial L\text{lik}}{\partial \lambda} \bigg|_{\lambda = \hat{\lambda}} = 0 \Rightarrow$$

$$\frac{\partial L\text{lik}}{\partial \lambda} \bigg|_{\lambda = \hat{\lambda}} = \frac{(d - k)}{\hat{\lambda}} - \frac{\alpha \hat{\lambda}^\alpha}{\hat{\lambda}} \sum_{t_i \neq t_{(1)}}^n \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right] = 0 \Rightarrow \hat{\lambda} = \frac{(d - k)}{\sum_{t_i \neq t_{(1)}}^n \left[ \log \left( \frac{t_i}{t_{(1)}} \right) \right]}$$
As a result, \( \hat{\lambda} \) can be found as:

\[
\hat{\lambda} = \left( \frac{(d-k)}{\sum_{i \neq i(t)} \left[ \log \left( \frac{t_i}{t_{(i)}} \right) \right]^2} \right)^{1/2} 
\]

(11)

Eq.9 is calculated by the iterative process and \( \lambda \) the estimate is found by Eq.11. For the data used in the study, the best result was obtained with the AMLE method.

**Confidence Interval Estimation for Censored Case**

First, the Fisher information matrix of the log-likelihood function given by Eq.9 is obtained. For this, the second derivatives according to \( \alpha \) and \( \lambda \) should be taken. Thus, Fisher information matrix elements are given with Eq.12.

\[
\begin{align*}
I_{\alpha \alpha} &= -\frac{\partial^2 \text{Lik}}{\partial \alpha^2} = \frac{(d-k)}{\hat{\alpha}^2} + \hat{\lambda} \log \hat{\alpha} + 2 \hat{\lambda} \log \hat{\beta} + \hat{\lambda} \; c \\
I_{\alpha \lambda} &= I_{\lambda \alpha} = -\frac{\partial^2 \text{Lik}}{\partial \alpha \partial \lambda} = -\frac{(d-k)}{\hat{\lambda}} + \hat{\alpha} \hat{\lambda}^{-1} \log \hat{\alpha} + \hat{\lambda}^{-1} \hat{\alpha} + \hat{\alpha} \hat{\lambda}^{-1} \hat{\lambda} \\
I_{\lambda \lambda} &= -\frac{\partial^2 \text{Lik}}{\partial \lambda^2} = \frac{(d-k)\hat{\alpha}}{\hat{\lambda}^2} + \hat{\alpha} (\hat{\alpha} - 1) \hat{\lambda}^{-2} \end{align*}
\]

(12)

The constants \( a, b, \) and \( c \) gave in Eq.12 are respectively defined as follows.

\[
a = \sum_{i \neq i(t)} \left[ \log \left( \frac{t_i}{t_{(i)}} \right) \right]^2 \\
b = \sum_{i \neq i(t)} \left[ \log \left( \frac{t_i}{t_{(i)}} \right) \right] \log \left[ \log \left( \frac{t_i}{t_{(i)}} \right) \right] \\
c = \sum_{i \neq i(t)} \left[ \log \left( \frac{t_i}{t_{(i)}} \right) \right]^2 \log \left[ \log \left( \frac{t_i}{t_{(i)}} \right) \right]
\]

Thus, the observed Fisher information matrix is found as, \( I(\alpha, \lambda) = \begin{bmatrix} I_{\alpha \alpha} & I_{\alpha \lambda} \\ I_{\lambda \alpha} & I_{\lambda \lambda} \end{bmatrix} \).

The inverse of this matrix is the covariance matrix can be defined as;

Thus, 100(1-\( \alpha \))% confidence interval estimate of parameters \( \alpha \) and \( \lambda \) can be given respectively as; \( \hat{\alpha} \pm z_{\alpha/2} \sqrt{\text{Var}(\hat{\alpha})} \) and \( \hat{\lambda} \pm z_{\alpha/2} \sqrt{\text{Var}(\hat{\lambda})} \). Finally, test statistics for the significance of \( \alpha \) and \( \lambda \) can be given as; \( t(\alpha) = \frac{\hat{\alpha}}{\sqrt{\text{Var}(\hat{\alpha})}} \) and for \( \beta \) \( t(\beta) = \frac{\hat{\lambda}}{\sqrt{\text{Var}(\hat{\lambda})}} \).
Application

In this section, 2 uncensored and 1 censored real data are tested for the power of Weibull-Pareto distribution. The results obtained from the Weibull-Pareto distribution were compared with those obtained from the Exponential, Weibull, and Gamma distributions which are frequently used in survival analysis. For comparison, 4 different model selection criteria are used. These are; Akaike (AIC), Bayesian (BIC), Log-Likelihood (LLik), and -2LLik (Akaike, 1970; Schwarz, 1978; Hurvich and Tsai, 1989).

Uncensored Data

2 uncensored real data is tested in this subsection. The first example is Head and Neck Cancer Disease Survival Times is taken from Efron (1988) and the second example is the Guinea Pigs Infected Study is taken from Bjerkedal (1960).

Head and Neck Cancer Study

The data set reported by Efron (1988), represent the survival times of a group of patients suffering from Head and Neck cancer disease and treated using radiotherapy (RT) is given in Table 1:

| Parameter Estimation and Model Selection Criteria Results for Head and Neck Cancer Disease Data |
|-----------------------------------------------|-----------------|--------|--------|--------|
| Distribution                   | Parameter Estimation | LLik   | -2LLik | AIC    | BIC    |
| Exponential                   | $\hat{\beta} = 226.1738$ | -372.4356 | 744.8712 | 746.8712 | 748.9317 |
| Weibull                       | $\hat{\alpha} = 0.973234$  $\hat{\beta} = 223.1886$ | -372.3952 | 744.7903 | 748.7903 | 752.9112 |
| Gamma                         | $\hat{\alpha} = 1.033092$  $\hat{\beta} = 218.9289$ | -372.3862 | 744.7724 | 748.7724 | 752.8933 |
| Weibull-Pareto                | $\hat{\alpha} = 2.951379$  $\hat{\theta} = 6.53$  $\hat{\beta} = 0.297464$ | -369.7180 | 739.4361 | 743.4361 | 747.5222 |

Parameter estimation results of Exponential, Weibull, Gamma, and Weibull-Pareto distributions and model selection criteria results for Head and Neck Cancer Disease data are given in Table 2.

Table 2

Uncensored Data

2 uncensored real data is tested in this subsection. The first example is Head and Neck Cancer Disease Survival Times is taken from Efron (1988) and the second example is the Guinea Pigs Infected Study is taken from Bjerkedal (1960).

Head and Neck Cancer Study

The data set reported by Efron (1988), represent the survival times of a group of patients suffering from Head and Neck cancer disease and treated using radiotherapy (RT) is given in Table 1:

| Head and Neck Cancer Disease Survival Times for Radiotherapy Group |
|-----------------|-----------------|--------|--------|--------|
| Parameter Estimation | LLik   | -2LLik | AIC    | BIC    |
| Exponential  | -372.4356 | 744.8712 | 746.8712 | 748.9317 |
| Weibull      | -372.3952 | 744.7903 | 748.7903 | 752.9112 |
| Gamma        | -372.3862 | 744.7724 | 748.7724 | 752.8933 |
| Weibull-Pareto | -369.7180 | 739.4361 | 743.4361 | 747.5222 |
When we look at the results of the model selection criteria in Table.2, it is seen that the best model selection values (for all of 4) belong to the Weibull-Pareto distribution.

Estimated Fisher information matrix for Weibull-Pareto distribution results calculated as \( \hat{I}(\theta) = \begin{bmatrix} 804.7569 & 64.40761 \\ 64.40761 & 5611.219 \end{bmatrix} \) an estimated covariance matrix calculated as; \( \hat{\Sigma}(\theta) = \frac{1}{10^4} \begin{bmatrix} 12.44 & -0.14 \\ -0.14 & 1.78 \end{bmatrix} \). Thus, 95% confidence intervals can be found as (2.882256; 3.020502) for \( \alpha \) and (0.271286; 0.323641) for \( \lambda \). Table 3 shows summary results and significance values for parameter estimations of Weibull-Pareto distribution results. As for Table.3, it can be seen that both parameters are significant at 0.01 and 0.05 levels of importance.

<table>
<thead>
<tr>
<th>Parameter Results for Weibull-Pareto Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>( \alpha )</td>
</tr>
<tr>
<td>( \lambda )</td>
</tr>
</tbody>
</table>

**Guinea Pigs Infected Study**

This data set was observed and reported by Bjerkedal (1960). It represents the survival times (in days) of 72 guinea pigs infected with virulent tubercle bacilli. Observations of data are given in Table 4:

<table>
<thead>
<tr>
<th>Guinea Pigs Infected Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
</tr>
<tr>
<td>44</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>70</td>
</tr>
<tr>
<td>95</td>
</tr>
<tr>
<td>146</td>
</tr>
</tbody>
</table>

Parameter estimation results of Exponential, Weibull, Gamma, and Weibull-Pareto distributions and model selection criteria results for Guinea Pigs Infected Data are given in Table 5.
Table 5

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Parameter Estimation</th>
<th>LLik</th>
<th>-2LLik</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>$\hat{\beta} = 99.81944$</td>
<td>-403.4421</td>
<td>806.8843</td>
<td>808.8843</td>
<td>811.1609</td>
</tr>
<tr>
<td>Weibull</td>
<td>$\hat{\alpha} = 1.393187$ $\hat{\beta} = 110.5552$</td>
<td>-397.1477</td>
<td>794.2953</td>
<td>798.2953</td>
<td>802.8487</td>
</tr>
<tr>
<td>Gamma</td>
<td>$\hat{\alpha} = 2.081279$ $\hat{\beta} = 47.96063$</td>
<td>-394.2476</td>
<td>788.4952</td>
<td>792.4952</td>
<td>797.0485</td>
</tr>
<tr>
<td>Weibull-Pareto</td>
<td>$\hat{\theta} = 12$ $\hat{\alpha} = 2.968006$ $\hat{\lambda} = 0.474259$</td>
<td>-383.7787</td>
<td>767.5574</td>
<td>771.5574</td>
<td>776.0827</td>
</tr>
</tbody>
</table>

Estimated Fisher information matrix for Weibull-Pareto distribution results calculated as

$$\hat{I}(\cdot) = \begin{bmatrix} 438.1815 & 377.727 \\ 377.727 & 2780.716 \end{bmatrix}$$

an estimated covariance matrix calculated as;

$$\hat{\Sigma}(\cdot) = \frac{1}{10^4} \begin{bmatrix} 25.85 & 3.5 \\ 3.5 & 4.07 \end{bmatrix}.$$ 

Thus, 95% confidence intervals can be found as $(2.868357; 3.067655)$ for $\alpha$ and $(0.434702; 0.513816)$ for $\lambda$. Table 6 shows summary results and significance values for parameter estimations of Weibull-Pareto distribution results. As for Table 6, it can be seen that both parameters are significant at 0.01 and 0.05 levels of importance.

Table 6

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Predicted</th>
<th>Variance</th>
<th>Std. Error</th>
<th>t-test</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>2.968006</td>
<td>0.002585</td>
<td>0.050841</td>
<td>58.378</td>
<td>0.000</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.474259</td>
<td>0.000407</td>
<td>0.020182</td>
<td>23.499</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Censored Data

The Stanford Heart Transplant Study

In this subsection, the distribution of Weibull-Pareto is tested on censored data. The Stanford Heart Transplant Study data (Kalbfleisch and Prentice, 1980) has 103 observations 28 of which are censored. The data is given in Table 7:

Table 7

<table>
<thead>
<tr>
<th>The Stanford Heart Transplant Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>9</td>
</tr>
<tr>
<td>35</td>
</tr>
<tr>
<td>61</td>
</tr>
<tr>
<td>90</td>
</tr>
<tr>
<td>263</td>
</tr>
<tr>
<td>995</td>
</tr>
<tr>
<td>11+</td>
</tr>
<tr>
<td>482+</td>
</tr>
<tr>
<td>1407+</td>
</tr>
</tbody>
</table>

+: Denotes censored time.
Parameter estimation results for Exponential, Weibull, and Weibull-Pareto distributions and model selection criteria results for Stanford Heart Transplant Data are given in Table 8. As for Table 8, Weibull-Pareto results for Stanford Heart Transplant data have minimum values for all selection criteria.

Table 8  
Parameter Estimation and Model Selection Criteria Results for The Stanford Heart Transplant Data

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Parameter Estimation</th>
<th>LLik</th>
<th>-2Llik</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential</td>
<td>$\hat{\beta} = 425.9733$</td>
<td>-529.0783</td>
<td>1058.1565</td>
<td>1060.1565</td>
<td>1062.7912</td>
</tr>
<tr>
<td>Weibull</td>
<td>$\hat{\alpha} = 0.526421$, $\hat{\beta} = 362.2146$</td>
<td>-497.6149</td>
<td>995.2299</td>
<td>999.2299</td>
<td>1004.4993</td>
</tr>
<tr>
<td>Weibull-Pareto</td>
<td>$\hat{\alpha} = 2.250424$, $\hat{\beta} = 0.173726$</td>
<td>-486.4126</td>
<td>972.8252</td>
<td>976.8252</td>
<td>982.0947</td>
</tr>
</tbody>
</table>

Estimated Fisher information matrix for Weibull-Pareto distribution results calculated as $\hat{I}(\cdot) = \begin{bmatrix} 19.48399 & -17.62861 \\ -17.62861 & 12342.78 \end{bmatrix}$ an estimated covariance matrix calculated as; $\hat{\Sigma}(\cdot) = \frac{1}{10^4} \begin{bmatrix} 5139.059 & 7.3399 \\ 7.3399 & 8.1124 \end{bmatrix}$. Thus, 95% confidence intervals can be found as $(1.806102; 2.694746)$ for $\alpha$ and $(0.156073; 0.191380)$ for $\lambda$. Table 9 shows summary results and significance values for parameter estimations of Weibull-Pareto distribution results.

Table 9  
Parameter Results for Weibull-Pareto Distribution

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Predicted</th>
<th>Variance</th>
<th>Std. Error</th>
<th>t-test</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>2.250424</td>
<td>0.051390591</td>
<td>0.226695</td>
<td>4.411</td>
<td>0.000</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.173726</td>
<td>0.000081124</td>
<td>0.009007</td>
<td>98.339</td>
<td>0.000</td>
</tr>
</tbody>
</table>

As we look at Table 9 it’s clearly stated that, both parameters are significant at 0.01 and 0.05 level of importance.

**Conclusion**

Survival analysis is generally defined as a set of methods for analyzing data where the outcome variable is the time until the occurrence of an event of interest. There are many statistical distributions used in survival analysis that gives successful results: Exponential, Weibull, Gamma, Lindley, etc. Weibull-Pareto distribution is one of the generalizations of Weibull distribution. In this study, point and confidence interval estimations for censored and uncensored data of the Weibull-Pareto distribution were introduced. The effect of the distribution was compared in real-life data of censored and uncensored observations with results obtained from some other exponential family distributions (Exponential, Weibull, Gamma). The results, compared with other known distributions, revealed that the Weibull-Pareto Distribution provides a better fit for modeling real-life data.
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